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DATA INTEGRATION, ANALYSIS,  
AND MANAGEMENT AT SCALE 



Data Quality Problems in KBs 
What can go wrong ? 
In DL: 
-  Invalid ABox: Class (concept), Property 

(role), Constant (individual) 

-  Invalid TBox: Set of axioms (Bad ontology 
design defining relationships: hierarchies, 
domains, ranges, etc.) 

In RDF: 
Invalid Triple:  

 <subject, property, object> 

In KG: 
Invalid Fact: 

 < head , relation , tail > 
Invalid Reference to Extra-Information 

-  Mismatch of entity description  
-  Ambiguities in context mention 

Single-Point 
Collection 

Manual Inspection:  
•  Expert and Human-In-the-Loop 
•  Find-Fix-Verify Crowdsourcing 

Semi- or unsupervised techniques: 
•  Constraints, Rules, and Patterns 

•  Descriptive Statistics 

•  Model Inference and Machine Learning 

TYPE CARDINALITY 

DATA QUALITY 
 PROBLEMS 

Missing data 
Anomalous data 
Duplicate data 
Inconsistent data 
Obsolete data 
Incorrect data 

DETECTION/CORRECTION MODE 
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Sources of errors  
in KB Construction/Population 

Data 
Sources 

Reasoner  
                      ML models 

Data	Extraction		

•  Errors in unsupervised knowledge extraction from unstructured 
texts in open domain 

•  Multi-lingual and cultural difficulties in information extraction 
•  Identity problem due to context/description mismatch 
•  Obsolescence 

Entity	Linking	 •  Accuracy of automatic data linking approaches and large-scale entity 
disambiguation 

Knowledge	Inference	
•  Inadequate knowledge representations (information loss)  
•  Inadequacy of KG semantic embedding techniques for 1-N, N-1, and 

N-N relations 

Knowledge	Publishing	
•  Lack of automated large-scale knowledge verification and curation 
•  Lack of KG completion explainability (provenance), 

comprehensiveness, and interpretability 3 

Garbage  
Out 

Garbage 
In 



Quality = Fitness for Use 
 

Accuracy, Consistency, Freshness, Completeness, Uniqueness 
 
 

 

 

 

Up to 179 dimensions for Data Quality[1]  
only18 applicable to LOD[2] with a dedicated ontology[3] 

Precision, Timeliness, Conciseness, Interpretability, Accessibility, Objectivity, Security, 
Relevance, Source Reputation, Understandability, Believability, Ease of use […]  

 

 Profiling and Assess KB Quality 

[1] Wang, Storey, Firth. A Framework for Analysis of Data Quality Research, IEEE Trans. Knowl. Data Eng., 7(4), p.623-640, 1995 
http://mitiq.mit.edu/documents/publications/TDQMpub/SURVEYIEEEKDEAug95.pdf  

[2] Acosta et al. Detecting Linked Data Quality Issues via Crowdsourcing: A DBpedia Study, Semantic Web, 2016 
[3] Debattista, Lange, Auer - daQ, an Ontology for Dataset Quality Information LDOW2014 

User-defined 
Multidimensional  

Concept 
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Research Context  

 
 

[ICDE’18 Tutorial] 

ICDE	2016	

[VLDB’17 Keynote ] 

[workshop@SIGMOD] 

[SIGMOD’17 Tutorial] 

[SIGMOD Record 2016] 

[SIGMOD’15 Panel] 

[SIGMOD Blog, Feb. 2018] 

1.  Designing ML-based solutions for Data and 
Knowledge engineering is a very hot topic in DB 
community 
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2. Tsunami of Deep NN architectures and applications 



Outline 
Introduction 

• Motivations 
•  Context  
•  Examples illustrating some relevant work 

ML-based KG Curation 
•  KG refinement and ontology learning 
•  KG embedding  
•  KG completion 
•  Consistency checking and KG repairing 

Concluding Remarks & Perspectives 
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Are all resources and KBs �
equally complete, accurate, up-to-date, and 

trustworthy?  

7 7 

Of course not ! 



  

8 F. Darari, R.E. Prasojo, S. Razniewski, W. Nutt. COOL-WD: A Completeness Tool for Wikidata. ISWC'17 

  Example 1. Completeness 



Example 1 (Cont’ed).  
KB Representativeness and Bias 

•  Soulet, Giacometti, Markhoff, Suchanek: Representativeness of Knowledge Bases with the Generalized Benford's Law. International Semantic Web Conference (1) 
2018: 374-390 

•  Wagner, Garcia, Jadidi, Strohmaier: It’s a man’s Wikipedia? Assessing gender inequality in an online encyclopedia. ICWSM. pp. 454–463 (2015) 
•  Callahan,  Herring: Cultural bias in Wikipedia content on famous persons.  J. of the Association for Information Science and Technology, 62(10), 1899–1915 (2011)  
•  Pitoura, Tsaparas, Flouris, Fundulaki, Papadakos, Abiteboul, Weikum. On Measuring Bias in Online Information. SIGMOD Record, Vol.46 No.4, December 2017  

Suppose you have the accurate and complete knowledge of the world-wide populations 
per city grouped into 4 categories:  e.g. (<100k,	[100k,500k],	[500k,1M],	>1M)	and	4	KBs.	

K* K* K* 

K1 K2 K3 

 K1 is more complete than K2  but both are somehow biased toward one category   
K1 and K2 are not as representative as K3 or K4 

K4 
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Example 2. KB Correctness  
 

  Name Institution Institution_City DoB 

Skłodowska-Curie Marie 	 Institut	Pasteur	 Varsovie	 07-11-1867	

M.	Curie Pasteur	Institute	 Paris	 1867-11-07	

Melvin	Calvin UC	Berkeley	 Berkeley	 1911-04-08	

Marie Curien Paris	 Pasteur	Institute	 2007-11-07	

Avram	Hershko NULL Haifa NULL	

Ronald	Hoffman US 00000000	Typos 

Duplicates 

Missing Values 

Inconsistencies 

Misfielded Value 

Incorrect Values 

Representation 

Relational data quality problems 

Incorrect Value 
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Nobel Laureates in Chemistry 



Example 2 (Cont’ed). KB Correctness  
 

  

Knowledge Graph data problems 
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Nobel Laureates in Chemistry: Excerpt  

M.	Curie	

Skłodowska-
Curie Marie 	

Marie	Curien	

sameAs ? 

sameAs ? 

Pasteur	
Institute	

Institut	
Pasteur		

alsoKnownAs 

Paris	
workAt 

locatedIn 

workAt 

07-11-1867	

Warsaw	

alsoKnownAs 

Varsovie	

workAt 
bornOnDate 

bornIn 

locatedIn 

locatedIn 

2007-11-07	

bornOnDate 

1867-11-07	

sameAs ? 

Complex combination of: 
•  Missing links and entities 
•  Spurious links : existence, type, direction 
•  Erroneous entity name 
•  Errors in literal values with various  
    degrees of severity: 
    formatting, up-to-dateness, veracity issues 

 



Example 3. Numerical Outliers 

  Y 

   Z  

   X 

 Multivariate Analysis Bivariate Analysis  

comparison 

Rejection area: Data space excluding 
the area defined between  2% and 98% 
quantiles for X and Y 

Rejection area based on: 
Mahalanobis_dist(cov(X,Y)) > χ2(.98,2) 

Y 

X X 

Y 

Legitimate  
outliers 
 or  
data quality 
problems? 
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(Classical Setting)



Example 3 (Cont’ed). Numerical Outliers in KG 

  

Fleischhacker, Paulheim, Bryl, Völker, and Bizer. Detecting Errors in Numerical Linked Data using Cross-Checked Outlier Detection. ISWC 2014 
Debattista,  Lange,  Auer.  A Preliminary Investigation Towards Improving Linked Data Quality Using Distance-based Outlier Detection,  The Semantic 
Web, 2016. 

Need for more approaches leveraging ontology, constraints  
or dependencies to improve outlier detection  
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Example 4. Veracity and Trustworthiness 

ICDE	2016	 14	

ML-based approach for knowledge-based trust: 
•  Multi-Layer Model based on EM and Bayesian inference 
•  Distinguish extractor errors from source errors 

X. L. Dong, K. Murphy, E. Gabrilovich, G. Heitz, W. Horn, N. Lao, W. Zhang. Knowledge Vault: A Web-scale approach to probabilistic knowledge fusion.  VLDB 2015 

As of 2014 

Observation 

Precision  Recall  
extractor  

Accuracy  

source  

Parameters 

correct value(s) for d  
whether source 
 w indeed 
 provides (d,v) pair 

Compute	Precision	
Recall	of	extractor	

Compute	source	
accuracy	

Compute		
P(w	provide	vd|	
extractor	quality)		

Compute	P(vd	|	
source	quality)		
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Example 5: Up-to-dateness 
Asynchronous Real World and KG evolution 

Mihindukulasooriya, Poveda-Villalon, Garcia-Castro, Gomez-Perez.  Collaborative Ontology Evolution and Data Quality -An Empirical Analysis, in OWL: 
Experiences and Directions – Reasoner Evaluation, Springer International Publishing, Cham, 2017, pp. 95–114. 
https://www.w3.org/community/owled/files/2016/11/OWLED-ORE-2016_paper_9.pdf  

Today’s DBpedia Ontology:  685 classes described by 2,795 properties 
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Outline 
Introduction 

• Motivations 
•  Context  
•  Examples illustrating some relevant work 

 
   ML-based KG Data Curation 
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ML-based Solutions for KG Curation 

  
Knowledge Graph Refinement 

Ontology Learning to learn a concept level  
description of a domain (e.g., Cities are Places) 
 

Knowledge Extraction 
Fact Extraction and Verification : Knowledge Fusion Methods 

 

Completion of Knowledge Graphs  
•  Learning Embeddings 
•  Methods for Entity Linking & Link Prediction : classification, rank, 

probabilistic graph models, deep (reinforcement) learning 

Error Detection and Repair in Knowledge Graphs 
•  Rule learning for detecting/correcting erroneous type assertions, 

relations or literal values 
•  User-guided repair with updates 

17 
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GLUE: Learning to find similar 
ontological concepts 

•  Glue applies ML technique to find, 
for each concept node in a 
taxonomy, the most similar concept 
in the other taxonomy 

•  It applies the multi-learning 
approach of LSD (Learning Source 
Description) 

18 
Doan, Madhavan and Halevy. Ontology Matching: A Machine Learning Approach. Handbook on Ontologies in Information Systems (pp. 
385-403), 2004 

KG Refinement 
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GLUE: Learning to find similar 
ontological concepts (2) 

•  It leverages the joint probability distribution:  
–  P(A,B), P(A, not(B)),P(not(A),B), P(not(A),not(B)) 

•  ML is used to infer whether P(A,B) can be approximated with 
P(A intersect B) 
–  By defining a classifier for instances containing concept A (resp. B) 

and using it to classify instances of B (resp. A) 

19 
Doan, Madhavan and Halevy. Ontology Matching: A Machine Learning Approach. Handbook on Ontologies in Information Systems (pp. 
385-403), 2004 

KG Refinement 
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Learning distributed representations of 
entities and relations of KG 

•  Linear models  
– Translation-based : TransE, TransH, TransR,       

   STransE, FTransE 
– Tensor product-based: RESCAL, DistMult,       

           ComplEx,  SimplE,  TuckER 

•  Deep Learning or convolution 
– HypER, ConvE, ConKB, SLM, LFM, ER-MLP NTN  

20 

KG Refinement KG embedding 

TransR 
Projection matrix 
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Impact of Noise and Sparsity  
in KG embeddings 

21 

KG Refinement KG embedding 

Pujara, Augustine, Getoor. Sparsity and Noise:Where Knowledge Graph Embeddings Fall Short. ACL 2017
https://www.github.com/linqs/pujara-emnlp17		

  

A large, unreliable training dataset may be better than an 
extremely sparse, high-quality one. 



Link Prediction with Reinforcement Learning  
 

  

Shaping Xi Victoria Lin, Socher, Caiming Xiong. Multi-Hop Knowledge Graph Reasoning with Reward. EMNLP 2018 

KG Refinement KG embedding KG completion 
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No reward

Overfit to 
the observed 

answers

Training example

•  Leverage multi-hop KG query answering
•  Use pre-trained model-based on-policy reinforcement learning
•  New reward shaping and policy network with action dropout  



Link Prediction with Reinforcement Learning  
 

  

Shaping Xi Victoria Lin, Socher, Caiming Xiong. Multi-Hop Knowledge Graph Reasoning with Reward. EMNLP 2018 

KG Refinement KG embedding KG completion 
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No reward

Overfit to 
the observed 

answers

Training example

•  Leverage multi-hop KG query answering
•  Use pre-trained model-based on-policy reinforcement learning
•  New reward shaping and policy network with action dropout  

Fang	et	al.,		Joint	Entity	
linking		with	Deep	RL	

On	Wednesday	



Joint Entity Linking  
with Deep Reinforcement Learning 

		

KG Refinement KG embedding KG completion 
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On	Wednesday	



Identity Problem or Link Quality Problem ?  

John Adams To assessing link quality: 
-  Network topology and link properties 
-  Link type, content, and context 
-  Ontology axioms and ontology quality 
-  Provenance: source and extractor 

reliability 
-  Accessibility, reachability 
-  Information gain 
-  Task-dependent properties: e.g., in KG 

completion: path predicting power, path 
diversity (to avoid overfitting due to 
spurious paths) 

  

sameAs 

sameAs 

sameAs 

KG Refinement KG embedding KG completion 
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Error Detection and Repairing 
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•  Error detection 
Probabilistic techniques [Ruckhaus et al. 2014, Debattista et al., 2015, 
Li et al. 2015] 

•  Value imputation 
Statistics: SDType [Paulheim, Bizer, 2014], 

•  Pattern enforcement 
o  Syntactic patterns (date formatting) 
o  Semantic patterns (name/address) 

•  Consistency checks and value update to satisfy   
o  A set of rules, constraints, FDs, CFDs, Denial Constraints (DCs), 

Matching Dependencies (MDs) with minimal number of changes 
o  Integrity, Cardinality, Range or String-based constraints using W3C 

Shape Constraints Language (SHACL) and Shape Expressions 
Language (ShEX) [Rashid et al. 2019]  see http://github.com/AKSW/RDFUnit  

KG Refinement KG embedding KG completion KG Repairing 
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Consistency analysis in evolving KB 
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KG Refinement KG embedding KG completion KG Repairing 

Rashida, Rizzo, Torchianoa, Mihindukulasooriyac, Corchoc, Garcia-Castroc. Completeness and Consistency Analysis for Evolving Knowledge 
Bases. Journal of Web Semantics. Volume 54, January 2019, Pages 48-71.  
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Rule discovery in KB 
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AMIE+: https://www.mpi-inf.mpg.de/departments/databases-and- 

      information-systems/research/yago-naga/amie/  

RuleN:  http://web.informatik.uni-mannheim.de/RuleN/  

RUDIK:  https://github.com/stefano-ortona/rudik   

KG Refinement KG embedding KG completion KG Repairing 

Pellissier,	Tanon,	Bourgaux	
Suchanek,		Learning	how	to	
correct	KB	from	Edit	History	

On	Thursday	

[1] Galarraga, Teflioudi, Hose, Suchanek. Fast rule mining in ontological knowledge bases with AMIE+. The VLDB Journal, 24(6):707–730, 2015 
[2] Meilicke et al. Fine-Grained Evaluation of Rule- and Embedding-Based Systems for Knowledge Graph Completion. ISWC 2018 (2018): 3–20. 
[3] Ortona, Meduri, Papotti. Robust discovery of positive and negative rules in knowledge-bases. ICDE 2018. 
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Fine-Grained Evaluation:  
Rule-based vs embedding-based approaches 

29 

KG Refinement KG embedding KG completion KG Repairing 

Meilicke et al. Fine-Grained Evaluation of Rule- and Embedding-Based Systems for Knowledge Graph Completion. ISWC 2018 (2018): 3–20. 
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Concluding Remarks 

•  ML provides a principled framework and 
efficient tools for automating and optimizing 
many KG management tasks (e.g., extraction, 
population, completion, consistency checking)  

•  Paradox: ML for KG curation need high quality 
training data 

•  Hybrid approaches combining Humans-in-
the-loop, AutoML techniques and distant 
supervision are promising for KG curation 
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Perspectives for ML-Based KG Curation 
31 •  Integrate the Human “in the Loop of ML-tools” 

–  “Taskify” and minimize the amount of interactions with the users 
while, at the same time, maximize the potential “ML benefit” for 
KG management tasks 

•  Current efforts:  
 Crowdsourcing, active learning, user-guided repair 
–  Detecting LoD Quality issues via Crowdsourcing (DBpedia) 

[Acosta et al. 2016] 
–  Data cleaning with oracle crowds [Bergman et al., SIGMOD’15] 
–  User-guided repair of KB [Arioua, Bonifati, EDBT 2018] 

•  Direction:  
–  Orchestration of Humans and ML-tools for KG curation 

31 
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Be inspired ! 
A Condensed View of ML-based curation solutions for structured data 

32 Repair 
System 

ML  
Approach Goal 

Febrl 
[Churches et al., 2002] 

HMM and MLE Standardizing	loosely	structured	texts	(e.g.,	name/address)	based	
on	the	probabilistic	model	learnt	from	training	data	

SCARE 
[Yakout, Berti-Equille, 

Elmagarmid, 
SIGMOD’13] 

 

Multiple ML models used	to	
capture	data	dependencies	

across	multiple	data	partitions 

Find	the	candidate	repair	that	maximizes	the	likelihood	repair	
benefit	under	a	cost	threshold	of	the	update	

Continuous 
Cleaning 
[Volkovs et al., ICDE’14] 

Logistic classifiers Learning  from  past  user  repair  preferences  to  recommend 
next more accurate  repairs	

Lens 
[Yang et al. , VLDB’15] 
 

Various ML models encoded in 
Domain Constraints 

Declarative	on-Demand	ETL	with	prioritized	curation	tasks	based	
on	probabilistic	query	processing	and	PC-Tables	

HoloClean 
[Rekatsinas et al., VLDB 

2017] 

Probabilistic inference on factor 
graphs with SGD and Gibbs 

sampling 

Mixing statistical and logical rules, DCs, MDs, etc. to infer 
candidate repairs in a scalable way with domain pruning and 
constraint relaxation 

BoostClean 
[Krishnan et al., 2017] 
 

AdaBoost Mixing statistical and logical rules, domain constraints for 
detection and repair combinations to maximize the predictive 
accuracy over test data 

Learn2Clean 
[Berti-Equille, 
TheWebConf2019] 

Reinforcement Learning Learn from trial-and-errors the sequence of data 
preprocessing tasks that maximizes the quality of a given 
ML model 32 

Poster	#1293	on	
Wednesday	!	
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Learn2Clean: Optimizing the Sequence of  Tasks for Data Preparation �

33 

1.  Modeling	Dependency	and	
Predicting	Updates	

[The Web Conference 2019] 

3.			Tuple	Repair	Selection	

	

2.			Data	Partitioning	

Reliable Attributes 

Value predictions for Flexible Attributes E1, E2, E3 

Reliable         Flexible 
     

     

Goal state

Dirty Data

Data Curation

Normalization

Feature Selection

Outlier detection

Imputation

MM

SM DS

ZS

CFS

LC

WR

IQR

AQ

LOF

PCOUT

HD

KN

MICE

IRMI

Inconsistency 
detection

FD RB

Deduplication

ED

NG

TK

RL

CART

LDA

NB

Regression

LASSO

OLSR

MARS

Clustering

HCA

KMEAN

Preparation Cleaning

Learn2Clean
Action a State s

Classification

RSQ 
CCC

Quality Perf.  
Metrics

AdjRSQ 
RMSE 

RMSE

Reinforcement 
           r

state

transition

Reinforcement learning for data cleaning 
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Thanks! 

 


