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Motivations (1/4)
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Handling many information sources 
with various modalities

Explain fact-checking output 
without overconfident decisions

T 
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We need multimodal models
We need to take into account 

uncertainty and provide 
chains-of-evidences

FAKE FACT 



Multimodal fact-checking: A classification problem
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Features

Features

Features

Features

Features

Prediction
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Feature 
extraction 

Fusion Classification 

Goal: Fuse modalities efficiently to achieve high quality performance
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[Berti-Equille, Encyclopedia 2018,  
ICDE 2016, CIKM 2017 Tutorials] 

Truth finding from structured data before LLMs & MML
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Drastic change in the scientific landscape



Motivations (4/4)
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Trace back LLM pre-training, fine-
tuning, and prompt engineering

Ensure stable hyperparameter 
optimization for ML-based 
fact-checking
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We need reproducibility We need traceability and explainability

Ensure resilience to multimodal
data poisoning attacks



Theoretical, Technical, and Experimental Challenges
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Multimodal Deep Learning

-  Complex models
-  Costly training
-  Hard to communicate to non-experts

(Multimodal) Uncertainty Quantification

-  Quantify aleatoric and epistemic 
uncertainty in fact-checking

 
-  Detect multimodal contradictions
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MM Network Architecture Search

Cost-driven and frugal models

Beyond XAI: Chain-of-evidences

Text/image contradictionimage 
contradiction



To use LLMs for fact-checking 
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Quantify LLM hallucination & factuality in perspective with the model/
training size
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Emily Bender, Timnit Gebru, Angelina McMillan-Major, and Shmargaret Shmitchell, "On the Dangers of Stochastic Parrots: Can Language Models Be Too Big?
🦜" In Proceedings of the 2021 ACM Conference on Fairness, Accountability, and Transparency, pp. 610-623. 2021. 

Detect stereotype amplification due to bias and low quality training corpus 

Evaluate sensitivity to prompt variations, noise, conflicting (multimodal) data 
or domain shift
 

Develop dedicated benchmarks and design controlled experiments

We need to: 

Evaluate LLM vulnerability to adversarial attacks (e.g., generated texts used in 
pretraining or prompts)
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Uncertainty Quantification in LLMs
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https://github.com/IINemo/lm-polygraph  

[Fadeeva et al., 2023]



Uncertainty Quantification in LLMs: Lack of consistency

1. Motivation 2. Research Challenges 3. Methods & Contributions 4. Conclusions

https://github.com/IINemo/lm-polygraph  
https://nlpresearch.ngrok.app/  

[Fadeeva et al., 2023]

10 



Inadequacy of benchmarks for MM Fact-checking
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Mishra et al. FACTIFY: A Multi-Modal Fact Verification Dataset, De-Factify: Workshop on Multimodal Fact Checking and 
Hate Speech Detection, co-located with AAAI 2022. https://ceur-ws.org/Vol-3199/paper18.pdf  



To address the challenges in MML
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Design adaptive, conceptually, computationally simple, scalable 
multimodal deep learning architecture

Quantify the uncertainties in all stages of the pipeline (data / 
fusion / decision) and use them in multimodal fusion and fact-
checking classification

Provide logical, evidence-based explanations of the results to 
practitioners for easier adoption and trust
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Multimodal Data Fusion 
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Modality A 

Modality B 

Fusion Function

Modality A 

Modality B 

Late / Decision Fusion

Fusion Function

Intermediate / Feature Fusion

Introduce Uncertainty into 
fusion

Design and test architectures 
that are:

Conceptually / Computationally 
simple

Easy to adapt to different 
modalities

Scalable to many modalities

Easy to interpret and communicate

Test the designed approach on 
real world data
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Our Contributions to MM Fusion
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Force modalities to learn optimal representation with 
little to no time overhead

Use MLP-Mixers to design conceptually and 
computationally simple approach, with decent 
performance for MM fusion
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Grigor Bezirganyan, Sana Sellami, Laure Berti-Équille, Sébastien Fournier:
M2-Mixer: A Multimodal Mixer with Multi-head Loss for Classification from Multimodal Data. IEEE Big Data 2023: 1052-1058



Data Fusion & 
MM Representation

Decision Fusion PredictionMultimodal Data
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Data and Decision Fusion with Uncertainty Quantification

Aleatoric 
Uncertainty

Epistemic 
Uncertainty

Uncertainty Quantification

Classification

T 
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Fake

Fact
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Multimodal Mixer: Use MLP-Blocks for Feature Extraction and Fusion

MLP-
block 

MLP-
block 

MLP-
block 

… 

Modality 1 

Modality 2 

… 

… 

Modality K 

…
 

MLP-
block 

… 

Concatenation

Feature extraction Fusion Task Head 

…
 

…
 

MLP- 
block 

MLP-
Mixer pNLP gMLP s2- 

MLP 

Modularity 

Modality encoders don’t learn 
optimal representations
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[Tolstikhin et. al, 2021]
Only MLPs

Competitive with 
Transformers / CNNs

Conceptually / 
Computationally 
Simple

Application of MLP-Mixers 
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Multimodal Uncertainty Quantification

Understand the propagation of 
uncertainty across multimodal 
network

Use quantified uncertainty to 
improve multimodal fusion

Reject uncertain 
predictions

Uncertainty: Modality A

Uncertainty: Modality B

Uncertainty: Multimodal

Modality A 

Modality B 
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Fusion
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Design Experiments with UQ-based Rejection

How can epistemic (model) uncertainty help to reject uncertain decisions ?

A 

B 

Monte Carlo Dropout

Prediction

MC-Entropy

Reject prediction if high 
entropy

Accept prediction if low 
entropy

Choose a threshold K

Training Testing

Concatenation
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Benchmarking Datasets and Models
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Prediction

MC-Entropy

LeNet-3 

LeNet-5

Prediction

MC-Entropy

Gated Recurrent Unit (GRU)

Multilayer Perceptron (MLP)

AV-MNIST MIMIC-IIIDataset

Field

Modalities

Samples

Parameters

Multimedia

Image / Audio

70,000

267,000

Healthcare

Time Series / Tabular

32,616

33,700
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Preliminary Results of Uncertainty-based Rejection (1/2) 
at training time

Rejecting 30% of 
samples can raise 
the accuracy to 
around 90%  

Rejecting 60% of 
samples can raise 
the accuracy to 
around 90%  

We need to find ways to reduce total uncertainty, without sacrificing most of our data.

Accuracy

Accuracy

Accuracy
Proportion of data
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Preliminary Results of Uncertainty-based Rejection (2/2)

Epistemic uncertainty is 
high when we have data 
scarcity

On MIMIC-III, the model 
is certain only on one 
class. 

On AV-MNIST, we have 
more balanced dataset, 
so we have more 
balanced uncertainty

UQ can also help to debug the model at test time

90% accuracy line

90% accuracy line

Entropy

Entropy

Proportion

Proportion
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Ongoing work

Test multimodal NAS with various multimodal datasets

Analyze uncertainty propagation across multimodal network layers

Use UQ for improving multimodal fusion and decision

Test the model on multimodal fact-checking datasets

Integrate uncertainty-based rejection
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Thanks! 
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