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Abstract
Monitoring local socio-economic variations is essential for tracking progress toward

sustainable development goals. However, measuring these variations can be challenging,
as it requires data collection at least twice, which is both expensive and time-consuming.
To address this issue, researchers have proposed remote sensing and deep learning methods
to predict socio-economic indicators. However, subtracting two predicted socio-economic
indicators from different dates leads to inaccurate results. We propose a novel method
for predicting socio-economic variations using satellite image time series to achieve
more reliable predictions. Our method leverages both spatial and temporal information
to enhance the final prediction. In our experiments, we observed that it outperforms
state-of-the-art methods.

1 Introduction
Numerous approaches have been proposed to predict local socio-economic indicators1to
create a socio-economic map [5, 14]. The most recent ones rely on deep learning and process
a satellite image to obtain a scalar prediction for the indicator [2, 11]. The method consists of
obtaining a satellite image of a large area, splitting the satellite image into a grid of "patches",
and using a deep learning model to predict the socio-economic indicator for each grid cell.
The cell dimension thus determines the resolution of the socio-economic map, which is
usually around 2 kilometers.

Very often, it is the evolution that is valuable for practical use, to answer the question:
is there an increase, decrease, or stagnation of the indicators? Generating two maps at two
different dates and computing the difference as a prediction of the variation is misleading due
to the level of imprecision (i.e., variance) of the prediction at each date [12, 13, 22].

© 2024. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.

1Example of socio-economic indicators include consumption expenditures, income, asset index, wealth index, ...
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A solution to improve the level of precision has been proposed by Yeh et al. [22]. The idea
is to directly predict the socio-economic indicator variation using a pair of satellite images as
input.

In this paper, we propose to extend this idea by considering a satellite image time serie
(SITS) as input to predict the variation of a socio-economic indicator over the range of dates
associated with the sequence of images. To process the SITS, we rely on a video vision
Transformer architecture [1].

We compared our approach to Yeh’s on the same dataset composed of five African
countries without any common "patch" between the training and testing sets. We achieved
a 15% improvement in the correlation coefficient, showing that the use of spatio-temporal
images, a Transformer model, and ad-hoc pre-training enhances the prediction of the indicator
variation.

In Section 2, we review the recent state-of-the-art methods for predicting socio-economic
indicators, as well as their variations. We also discuss the recent Transformer approaches
dealing with SITS. In Section 3, we present the architecture used and how SITS are processed.
In Section 4, we present the results of predicting socio-economic indicator variations across
five African countries for various date ranges and discuss the benefits of using pretraining and
spatio-temporal series with more than two images. Finally, we conclude in Section 5.

2 Related work

Socio-economists, ecologists, remote sensing researchers, computer scientists, and others
have been working for a long time to produce dense socio-economic maps [7, 16]. From one
or several sparse household socio-economic surveys, the dense map is obtained by predicting
missing socio-economic values for the unsurveyed positions using machine learning [4], or
deep learning [2, 11], in conjunction with a set of attributes [14, 15], or satellite images
acquired during the day or at night (nighttime light images)[22], etc.

Recently, the use of satellite imagery combined with deep learning has led to state-of-
the-art results in predicting socio-economic values for specific locations and dates [5, 14].
The pioneering work by Jean et al. [11] involved training a CNN to predict socio-economic
indicators derived from LSMS2 or DHS3 survey data. To address the limited number of
surveys used in their experiments, the authors employed pre-training on nighttime light
images, followed by fine-tuning for the specific task.

A straightforward extension to address the small size of the training set was proposed
by Yeh et al. [22], which involves training a CNN on a large dataset using available surveys
across Africa. The reported average r2 score is 0.70, which currently serves as the benchmark
value using satellite images at a resolution of 30 meters, with 43 surveys in Africa.

These results are interesting and could potentially be improved, for example, by using
multi-modalities and multi-domains. However, their use to estimate a variation (e.g., by
computing the difference in predictions between two dates) is not reliable [12, 22]. Indeed,
the level of noise in the predictions and the lack of temporal coherence result in noise that is
significantly higher than the value being estimated (i.e., the socio-economic variation). To
address this variation prediction issue, Yeh et al. [22] proposed to use, as input of their CNN
network, the two satellite images associated with the dates forming the time range of interest.

2https://www.worldbank.org/en/programs/lsms
3https://dhsprogram.com/Data/
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This approach has the advantage of including the temporal dimension in the problem and
allowing joint spatio-temporal training.

Going further, we propose to use the entire sequence of satellite images composing
the time range of interest, instead of only a pair of images. Additionally, we switch to a
Transformer neural network, as it is well-suited for sequential data. It is worth noting that
Pettersson et al. [17] recently proposed an approach that uses SITS for predicting a sequence
of socio-economic indicators within a given time range. While their approach demonstrates
that using SITS to predict multiple socio-economic indicators at different dates is effective, it
lacks an evaluation of the reliability of predicting variation between two dates.

As mentioned previously, our solution relies on a Transformer. The use of Transformers
has shown significantly better performance compared to convolutional neural networks for
image processing [6]. The advantage of such architecture is primarily due to the attention
mechanism, which allows the network to better focus on the pixels of interest. By extension,
solutions have been proposed to process videos [1]. In that case, the benefit comes from the
ability to consider both local and global information when dealing with a series of images.

In the remote sensing community, Transformers were initially adapted at the pixel level,
i.e., with time series of reflectance values [8, 18], and then to a small set of pixels [24].
Recently, the spatio-temporal TSViT architecture has been proposed [21]. The particularity of
this architecture lies in its application of temporal encoding first, followed by spatial encoding.
This order change was made to better align with the task of crop type prediction, as the spatial
context might sometimes be irrelevant or misleading for crop type mapping. Our architecture
retains the original ordering, with spatial encoding first, followed by temporal encoding.

3 A Transformer-based Method
Given two dates t0 and t1 defining a time range of interest and thus a series of satellite
images, we aim to predict the socio-economic variation. In our experimental setup, each date
represents a year with one image per year. As mentioned before, we rely on a Transformer,
which we briefly recall in Section 3.1. To account for the time dimension, we feed this
network with a series of fixed-size (i.e., the series consists of 21 satellite images) and mask
the irrelevant images. We describe this masking in Section 3.2. The survey used and the
method to define a scalar representing the socio-economic variation are described in Section
3.3. We finally describe the SITS in Section 3.4.

3.1 ViViT architecture
To process a SITS we chose to use the video vision Transformer (ViViT) [1] with a factorized
spatio-temporal encoder. The architecture is illustrated in figure 1.

Each image in the series is divided into patches based on a regular p× p grid, and each
patch is projected into a latent space of dimension d. A positional encoding is then added
to each projected patch to indicate its position within the grid. Additionally, a class token is
introduced to represent the entire sequence. Each encoded image, now a sequence of vectors,
is processed in parallel by a spatial Transformer module.

The class token from each sequence of vectors is assembled into a new sequence, consist-
ing of the latent projections of each image, along with a new (temporal) class token. Finally,
the temporal Transformer processes this sequence of vectors to generate the final prediction
in the model’s last layer.
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Figure 1: Factorised spatio-temporal Transformer (ViViT).

3.2 Masking the irrelevant images of the series

One must inform the ViViT transformer to account for the two dates for which the indicator
variation needs to be predicted. A simple and effective solution is to always process a fixed-
size sequence of images (in our case, 21 images) and to mask the images outside the time
range of interest by making them black. This masking is applied during both training and
testing.

An example of such a masked SITS is shown in Figure 2. In this example, the socio-
economic indicator variation measured is −0.2693, between the time range of interest t0 =
2008 and t1 = 2012. Thus, images before 2008 and after 2012 are masked to let the model
predict on the given time range.

Starting Year : 2008 Ending Year: 2012
Socio-economic indicator variation: 0.0012

Figure 2: Masking strategy to encode the starting and ending survey dates for the model.
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3.3 Scalar representation of the socio-economic variation

A variation of a socio-economic indicator can only be obtained if surveys have been conducted
on two dates at the same location. To the best of our knowledge, LSMS surveys [23], are
the only source allowing for the computation of socio-economic indicator variation in Africa.
In our experiment, we used the LSMS surveys conducted between 2005 and 2016 in five
countries: Nigeria, Ethiopia, Tanzania, Uganda, and Malawi.

A survey involves questioning households with quantifiable questions. The answers are
averaged across small sets of households (within each set, households are often close in
distance in urban areas and farther apart in rural areas). These sets are referred to as "clusters"
in most scientific literature, and the answers from each cluster are stored in tabular form.

To construct the socio-economic indicator variation, Yeh et al. [23] selected a set of asset-
related questions from the surveys. For each "cluster", the difference between the two vectors
containing the survey answers at the two survey dates is computed. Then, the difference
vector is projected onto the principal component obtained from the PCA to derive a scalar
(i.e., the socio-economic variation indicator). These "scalars" are available in SustainBench
[23], and we directly used them without any additional processing.

Note that before the publication on the SustainBench public website, the associated
locations of the surveys were anonymized by randomly altering latitude and longitude within
a maximum of 5 km. This spatial granularity (i.e., resolution) implies that the socio-economic
maps we produce have a resolution of at best 10 km². We thus use a series of satellite images
with a spatial resolution close to a 10 km² surface.

3.4 Satellite images dataset
We collected 1-year Landsat-7 median composite4 series of satellite images from 2000 to
2020 for every location in SustainBench [23]. Each image has six bands: blue, green, red,
near-infrared, and short-wave infrared 1 and 2. Note that among various satellites, Landsat-7
is one of the few that has covered the entire Earth for over 20 years. However, its resolution
of 30 m limits the detection to large structures only.

The SITS have a 1-year frequency, with no information overlap between two consecutive
composite images. Additionally, we believe that using 1-year composite images can better
capture variations between different time steps, even if these images are noisier than 3-year
composites.

Note that similarly to [22], we choose to work with an image size of 224×224 pixels.
This image size, with Landsat-7 images of 30 m of resolution, corresponds to a 6.72 km²
surface, so we may miss the exact location of the surveyed households (see Section 3.3).

4 Experiments, results, and discussion

4.1 Compared models
As mentioned in the introduction, it is misleading, especially given the nature of our data, to
use socio-economic spatial predictors to estimate variation with a simple difference. We thus
compared our approach to the only available method, which is Yeh’s method [22].

4A composite image is a combined image created by merging several raw satellite observations to minimize
individual errors and improve accuracy and reliability.
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We used a ResNet-18 architecture, as in [22], to represent Yeh’s approach. It processes a
channel-wise stacked pair of images corresponding to the starting and ending years of the
survey. The model weights are initialized randomly.

For our approach, we used a ViViT architecture, with out-of-time-range images masked
as mentioned in section 3.2. The model weights are initialized randomly.

We also used a ViViT architecture pre-trained to predict nighttime light time series from
a large-scale dataset covering Africa and the Middle East, with a similar process than in
[10]. Technically, after the pre-training, the last layer which produced 21 predictions was
replaced by a layer producing socio-economic variation predictions. It is important to note
that the 5 countries in our dataset were excluded from the pre-training dataset, ensuring no
overlap between the two datasets. The ViViT model was thus entirely fine-tuned on our
socio-economic indicator variation dataset and it also employs the satellite image masking
principle.

Note that we evaluated the concept of pre-training, which is widely adopted in many off-
the-shelf networks because it usually improves downstream task performance. Additionally,
pre-training to predict nighttime light time series is certainly beneficial due to the known
correlation between nightlight values and socio-economic indicators [7, 9, 20].

4.2 Evaluation and metrics

The final dataset contains 1,665 SITS with their associated scalars representing the socio-
economic indicator variations.

We perform 5-fold cross-validation with no spatial or temporal overlap between folds.
Some locations may appear multiple times in the dataset, as several survey rounds occurred at
the same location but for different dates (e.g. t0, t1, and t2), allowing for the computation of
different variations (e.g. (t0, t1), (t1, t2), and (t0, t2)). We ensure that such locations belong to
the same cross-validation fold to prevent spatial overlap between folds.

For each experiment, we report the average and standard deviation of several scores across
the folds, namely the mean absolute error (MAE), root mean squared error (RMSE), Pearson
squared correlation coefficient (r2), and coefficient of determination (R2).

Note that r2 reports the slope of the best-fitted line between observed and predicted values,
while the R2 reports the goodness of fit (implicitly with the identity line).

4.3 Experimental settings

Each model is trained for 250 epochs, with a batch size of 16 and a learning rate of 5×10−4.
We employed the mean squared error (MSE) as the loss function. Hyperparameters were
optimized by minimizing the loss on a validation set, which was a randomly selected subset of
the training set. The training set comprised four folds, with the fifth fold reserved for testing
the final model.

We did not use any augmentation techniques or advanced hyperparameter tuning, but
we conducted several experiments with varying batch sizes and learning rates, finding these
values to be well-suited. All models have approximately 10 million learnable parameters.

We trained our models on 4 Nvidia V100 GPUs, with each training session lasting between
2 and 3 hours. The reader should note that there was a bottleneck in data loading, which
slowed down the training and inference.
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4.4 Results

Table 1 reports the four scores of the different models. The model named ViViT is trained
from scratch on the adapted SustainBench socio-economic indicator variation dataset. The
ResNet-18 model is a reproduction of the model used in [22]. The ViViT-pretrain model
is pretrained to predict nighttime light time series and fine-tuned on the socio-economic
indicator variation dataset.

MAE ↓ RMSE ↓ r2 ↑ R2 ↑

ViViT 0.482±0.015 0.637±0.020 0.263±0.057 0.245±0.054

ResNet-18 [22] 0.528±0.019 0.687±0.032 0.182±0.054 0.122±0.061

ViViT-pretrain 0.460±0.013 0.366±0.020 0.328±0.063 0.319±0.065

Table 1: Performance scores of different models on socio-economic indicator variation
prediction (average and standard deviation noted as exponent).

The MAE and RMSE show that our model is better than Yeh’s state-of-the-art model
[22]. We confirm this superiority with the correlation scores, with a r2 score of 0.263 for our
model compared to an r2 score of 0.182 for ResNet-18. We observe an improvement of our
model (r2 = 0.328) when pretrained to predict nighttime light time series. Different from the
MAE and RMSE scores, we note a large standard deviation for correlation scores r2 and R2,
illustrating an important score difference between folds.

Due to the small size of the dataset, we are unable to perform any generalization tests,
leaving us without indications of the model’s performance outside the spatial and temporal
extent of the dataset. However, previous experiments on nighttime light time series have
shown that models are better when predicting long-term evolutions (i.e., 15 to 20 years) [10].
Supported by these results, we illustrate, in figure 3, the socio-economic indicator variation
prediction of the ViViT-pretrain model for the period from 2000 to 2020.

To further the analysis, we examined the coherence between our socio-economic indicator
variations and the variations of the international wealth index (IWI) in several areas. The
IWI is obtained from [19] on the GlobalDataLab5 at the district administrative. The IWI is
computed as described in Section 3.3 and quantifies the wealth of a district at a given point in
time. To estimate variation, we rely on the differences in the IWI between two dates. For most
districts, there are 2 to 3 IWI values at different years, obtained from DHS surveys.6 Smits et
al. [19] proposed a linear interpolation at a 1-year frequency to estimate IWI values when
data is unavailable for a specific date. Since the values of the IWI and the socio-economic
indicator variations predicted by our model are on different scales, we will simply compare
the variation intensity of the IWI with our predicted values.

Figure 4 is a zoomed-in view of Figure 3, showing our socio-economic indicator variation
predictions from the ViViT-pretrain model for the period 2000 to 2020, focusing on two
distinct areas. Left figure 4 displays the West Nile district in Uganda, where our model
predicts generally negative values for the socio-economic indicator variation. In this district,
the IWI shows a slight increase (rising from 14.7 in 2006 to 19.4 in 2016). Right figure 4
shows an area around Kampala, Uganda. Here, our model predicts values close to zero for

5https://globaldatalab.org/areadata/maps/iwi/
6It is impossible to calculate variation at the cluster level, as DHS surveys are cross-sectional; new clusters are

sampled each time a DHS survey round is conducted in a specific country.
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Figure 3: ViViT-pretrain prediction on the time period 2000-2020.

the socio-economic indicator variation, which aligns with the IWI also being close to zero,
indicating consistent urban development as noted by [3].

4.5 Discussions
These results highlight the advantage of using a Transformer-based spatio-temporal architec-
ture in conjunction with SITS to predict socio-economic indicator variation. We hypothesize
that the ViViT architecture benefits from the intermediate images in the SITS taken between
the starting and ending dates. These experiments also indicate that 1-year composites can
be used instead of 3-year composites, even though they are much noisier. One could argue
that 3-year composites may improve the results of the ViViT model as they contain less noise.
However, we believe that 3-year composites will excessively smooth the changes between
time steps, making it difficult for the model to learn them. Further experiments need to
be conducted to confirm this assumption. Using a pretrained version of this model further
improves the results, suggesting that the evolution of nighttime light is a good initialization
for predicting variation of socio-economic indicators.

We note that all r2 scores are low, indicating that practical use of our model is challenging.
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Figure 4: Examples of socio-economic indicator variations predicted on a given area. Left is
West Nile district, Uganda. Right is Kampala city, Uganda.

The low r2 values can be attributed to the short time range between two survey rounds, which
is insufficient to observe significant changes in the satellite image time series, making the
task very difficult for the model. To the best of our knowledge, this is unfortunately the only
existing dataset with socio-economic indicator variations.

Due to the small size of the dataset, we are unable to perform any generalization tests,
leaving us without hints about the model’s performance outside of the spatial and temporal
extent of the dataset. However, we hypothesize that pretraining on ILN data may enhance
extrapolation capabilities. Moreover, as previously mentioned, a long time frame (i.e., 15 to
20 years) facilitates the observation and prediction of evolutions. Consequently, we believe
that over long periods and within neighborhood spatial regions, the performance is likely
superior to that reported here

5 Conclusion
In this paper, we present a novel approach for predicting variations in socio-economic
indicators using satellite image time series. The key innovation of this method is its ability to
consider both spatial and temporal contexts, allowing the extraction of relevant information
from both dimensions of the data. We employed the Transformer model, which is based on
the attention mechanism and excels at learning spatial and temporal dependencies in satellite
image time series.

We evaluated the proposed method using a dataset from SustainBench, a collection of
benchmark datasets designed to monitor sustainable development goals. We also compared
our method with the state-of-the-art approach by [22]. The results demonstrate that taking into
account spatio-temporal dependencies significantly improves the prediction of socio-economic
variations, outperforming the existing state-of-the-art method.

However, the paper also highlights some limitations. Firstly, the obtained r2 scores are too
low for practical application. Secondly, due to the limited size of the dataset, generalization
tests could not be conducted, leaving the model’s performance in other regions of the world
uncertain.
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